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#### Abstract

Most running studies have considered level running (LR), yet the regulation of locomotor behaviour during uphill (UR) and downhill (DR) running is fundamental to increase our understanding of human locomotion. The purpose of this article was to review the existing literature regarding biomechanical, neuromuscular and physiological adaptations during graded running. Relative to LR, UR is characterized by a higher step frequency, increased internal mechanical work, shorter swing/aerial phase duration, and greater duty factor, while DR is characterized by increased aerial time, reduced step frequency and decreased duty factor. Grade also modifies foot strike patterns, with a progressive adoption of a mid- to fore-foot strike pattern during UR, and rear-foot strike patterns


[^0]during DR. In UR, lower limb muscles perform a higher net mechanical work compared to LR and DR to increase the body's potential energy. In DR, energy dissipation is generally prevalent compared to energy generation. The increased demands for work as running incline increases are met by an increase in power output at all joints, particularly the hip. This implies that UR requires greater muscular activity compared to LR and DR. Energy cost of running $\left(C_{\mathrm{r}}\right)$ linearly increases with positive slope but $C_{\mathrm{r}}$ of DR decreases until a minimum slope is reached at $-20 \%$, after which $C_{r}$ increases again. The effects of slope on biomechanics, muscle contraction patterns and physiological responses have important implications for injury prevention and success of athletes engaged in graded running competitions.

## Key Points

Grade-specific biomechanical adaptations occur in uphill and downhill running. These include changes in foot strike pattern and ground reaction forces, joint kinematics and kinetics, and impact shock.

The observed adaptations directly impact neuromuscular activation, as demonstrated by changes in lower limb electromyographic activity with grade, these changes being specific to the considered muscles.

Energy cost of running is also affected by slope, which linearly increases as slope increases and linearly decreases as slope decreases until a minimum value is observed at $-20 \%$ grade.

## 1 Introduction

Running performance derives from a combination of anatomical, physiological and behavioural characteristics that are uniquely evolved in humans [1, 2]. Accordingly, the study of human running has always been of great interest for exercise physiologists and biomechanists in order to increase our understanding of the physiological and biomechanical bases of running capabilities in humans. However, the vast majority of studies have considered only level running (LR). This is not surprising because until recently, the major running events have been road races such as 10 km , half-marathon and marathon, which are usually run on flat courses [3]. This, however, is not always the case. South Africa, for instance, has held the world's most famous ultra-marathon race since 1921 [3], the Comrades Marathon, which consists of a $\sim 90-\mathrm{km}$ long course that varies each year between the 'up' run [ 87 km , 1167 m of positive elevation change $(\mathrm{D}+)$ ] starting from Durban, and the 'down' run [89 km, 1810 m of negative elevation change ( $\mathrm{D}-$ )] starting from Pietermaritzburg. More importantly, ultra-trail running has become increasingly popular [4]. Indeed, in the last 40 years, there has been an exponential growth of participation in ultra-trail races (Fig. 1), likely due to greater appeal of these competitions compared to road and track events [4]. There are countless races worldwide over a broad range of distances and variations in slope. In Europe, Ultra-Trail du Mont Blanc ${ }^{\circledR}$ (UTMB) and Tor des Geants ${ }^{\circledR}$ (TdG) are famous mountain ultra-marathon races, characterized not only by an extreme distance/duration ( 166 and 330 km , respectively) but also a high elevation ( $\pm 9500$ and $\pm 24000 \mathrm{~m}$, respectively) [5-8]. The total number of participants is now close to 10000 over five different distances for the UTMB and 800 for the TdG, with 6500 and 5000 runners refused in the 2015 edition, respectively. In North America, the


Fig. 1 Number of 161-km ultra-trail races in North America from 1977 through 2008 (dashed line) and number of $>100-\mathrm{km}$ ultra-trail races in France (solid line). Based on data from Hoffman et al. [4] and from personal data

161 km Western States Endurance Run ${ }^{\circledR}$ (with 5500 m of $\mathrm{D}+$ and 7000 m of $\mathrm{D}-$ ) has increased exponentially in the number of finishers from 1977 to 2008 [4].

Ultra-trail and shorter trail running races typically involve running over (extremely) long distances on rough terrain with large positive/negative elevation changes throughout [5-8]. Thus, the study of the physiological and biomechanical changes associated with graded running is important because the ability to appropriately regulate locomotor behaviour in response to changes in grade is fundamental to increase our understanding of the control of human locomotion [9-15]. Running speed was reported to decrease by 0.1 to $0.3 \mathrm{~km} \cdot \mathrm{~h}^{-1}$ for every $1 \%$ change in gradient [16, 17], leading to important biomechanical, neuromuscular and physiological adaptations. Events such as ultra-trail running are likely to be at the extremes of human tolerance [18], and understanding these adaptations is of paramount importance for health, training and competition reasons.

The purpose of this review is to provide a comprehensive overview of the literature related to the biomechanical, neuromuscular and physiological responses to graded running. In this review, manuscripts were acquired by searching the electronic databases of MEDLINE, PubMed, ScienceDirect, SPORTDiscus and Web of Science using the following keywords in various combinations: 'level', 'uphill', 'downhill', 'incline', 'decline', 'grade', 'gradient', 'slope', 'hilly', 'running', 'physiology', 'biomechanics'. Due to the narrow focus on graded running, a relatively limited number of articles were retrieved, and consequently, no limit to the search period was applied. Electronic database searching was supplemented by examining the bibliographies of relevant articles. In the literature, the terms 'slope' and 'gradient' are interchangeably used, and are employed in this paper to indicate running with variations in slope unless specified otherwise. The important effects of graded running on fatigue and tissue damage warrant their own critical evaluation, and are therefore not considered in the current review.

## 2 Biomechanical Adaptations

### 2.1 Spatiotemporal Parameters and Centre of Mass Kinematics

Several studies have systematically examined the influence of uphill running (UR) on kinematic variables [10, 12, 14, 19-23] (Fig. 2) and observed differences when compared to level running (LR). In UR, higher gradients have been reported to be associated with a higher step frequency $[10,12,19,24]$ and consequently increased internal mechanical work [12]. On the other hand,

Fig. 2 Changes in contact time (CT) and step frequency (SF) as a function of speed and grade. Circles denote SF and CT when minimalistic shoes were wore by the subjects

Gottschall and Kram [10] did not observe any variation in contact and aerial times at a given running speed ( $10.8 \mathrm{~km} \cdot \mathrm{~h}^{-1}$ ) between LR, UR and downhill running (DR) ( $\pm 5.2,10.5$ and $15.8 \%$ ). Thus, no changes in duty factor, step frequency, and stride length were observed. Similarly, Telhan et al. [24] reported no changes in step frequency or length when comparing $-7 \% \mathrm{DR}, \mathrm{LR}$, and $7 \%$ UR at $11 \mathrm{~km} \cdot \mathrm{~h}^{-1}$. UR is characterized by a shorter swing/aerial phase duration and a greater proportion of the stride cycle spent in stance, i.e. duty factor (e.g. $\sim 33$ vs. $\sim 29 \%$ for UR and LR, respectively) [23].

Contact time was found to be constant in DR at $10 \mathrm{~km} \cdot \mathrm{~h}^{-1}$, while aerial time increased at -8 and $-5 \%$ grade compared to LR and UR ( 2,5 and $8 \%$ ) at the same speed, resulting in a lower step frequency in DR [19, 25]. Similarly, a greater stride length was reported during DR at $12 \mathrm{~km} \cdot \mathrm{~h}^{-1}$ and $-17.4 \%$ compared to $17.4 \%$ UR at a similar running speed [26].

Changes in external mechanical energy both during UR and DR are concomitant with changes in running kinematics (Fig. 2; Table 1). Lower vertical displacement of the centre of mass (CoM) during the stance phase and greater vertical displacement during the aerial phase were illustrated in DR compared to UR (e.g. $\sim-20$ and $+44 \%$ at $12 \mathrm{~km} \cdot \mathrm{~h}^{-1}$ and $\pm 17.4 \%$ grade, respectively) [26]. In this study [26], the vertical displacement during the braking (downward displacement) and propulsive (upward displacement) phases was not separated. Lussiana et al. [25]
specified that running at $10 \mathrm{~km} \cdot \mathrm{~h}^{-1}$ and -8 and $-5 \%$ grades induced greater downward displacement of the CoM during the stance phase compared to running at shallow or positive grades.

The use of laboratory settings to simulate UR and DR implies significant technical challenges, limiting the subject's ability to regulate running speed [17]. Accordingly, Townshed et al. [17] investigated speed regulation and kinematics parameters during a $9525-\mathrm{m}$ overground UR and DR. They illustrated that, when compared with LR, stride length was $20.5 \%$ shorter and $16.2 \%$ longer during UR and DR, respectively, suggesting that running speed during overground graded running is predominantly regulated by stride length.

### 2.2 Foot strike and Ground Reaction Forces

Grade has been shown to modify foot strike pattern during running. Gottschall and Kram [10] and Lussiana et al. [19] reported that runners progressively adopted a mid-foot or forefoot strike pattern as slope changed from LR to UR. Lussiana et al. [19] also reported a less pronounced heel strike angle during running on inclined versus declined gradients for a constant running speed. During downhill trail running conditions, it was observed that high-level trail runners (based on their skill in DR) adopted a midfoot strike pattern, whereas medium-level trail runners adopted a rearfoot strike pattern, irrespective of the technical profile

Table 1 Summary of studies investigating the effect of uphill and downhill running on spatio－temporal variables

| Study | N | Running speed $\left(\mathrm{km} \cdot \mathrm{h}^{-1}\right)^{\mathrm{a}}$ | Slope （\％） | CT | AT | DF | SF | SL |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| DeVita et al．［26］ | 13 | 12.1 | ＋17．4 | － | － | － | － | $\pi$ |
|  |  | 12.1 | －17．4 | － | － | － | － | $\triangle$ |
| Gottschall and Kram［10］ | 10 | 10.8 | ＋15．8 | $\rightarrow \rightarrow$ | $\rightarrow \rightarrow$ | $\boldsymbol{\lambda} \rightarrow$ | $\lambda \rightarrow$ | $\boldsymbol{y} \rightarrow$ |
|  |  | 10.8 | ＋10．5 | $\rightarrow \rightarrow$ | $\rightarrow \rightarrow$ | $\rightarrow \rightarrow$ | $\rightarrow \rightarrow$ | $\rightarrow \rightarrow$ |
|  |  | 10.8 | ＋5．2 | $\rightarrow \rightarrow$ | $\rightarrow \rightarrow$ | $\rightarrow \rightarrow$ | $\rightarrow \rightarrow$ | $\rightarrow \rightarrow$ |
|  |  | 10.8 | －5．2 | $\rightarrow \rightarrow$ | $\rightarrow \rightarrow$ | $\rightarrow \rightarrow$ | $\rightarrow \rightarrow$ | $\rightarrow \rightarrow$ |
|  |  | 10.8 | －10．5 | $\rightarrow \rightarrow$ | $\rightarrow \rightarrow$ | $\rightarrow \rightarrow$ | $\rightarrow \rightarrow$ | $\rightarrow \rightarrow$ |
|  |  | 10.8 | －15．8 | $\rightarrow \rightarrow$ | $\rightarrow \rightarrow$ | $\rightarrow \rightarrow$ | $\rightarrow \rightarrow$ | $\rightarrow \rightarrow$ |
| Lussiana et al．［19］ | 14 | 10.0 | ＋8．0 | $\rightarrow \rightarrow$ | $\rightarrow \pm$－8／5 | － | $\rightarrow$ ス | － |
|  |  | 10.0 | ＋5．0 | $\rightarrow \rightarrow$ | $\rightarrow \pm-8 / 5$ | － | $\rightarrow$ ス | － |
|  |  | 10.0 | ＋2．0 | $\rightarrow \rightarrow$ | $\rightarrow \pm-8 / 5$ | － | $\rightarrow$ ス－8／5 | － |
|  |  | 10.0 | －2．0 | $\rightarrow \rightarrow$ | $\rightarrow \rightarrow$ | － | $\rightarrow \pm$－ $8 / 5$ | － |
|  |  | 10.0 | －5．0 | $\rightarrow \rightarrow$ | スフ | － | y $\sqrt{ }$ | － |
|  |  | 10.0 | －8．0 | $\rightarrow \rightarrow$ | 入入 | － | 31 | － |
| Padulo et al．［20］ | 16 | 14.0 | ＋2．0 | $\rightarrow$ | $\rightarrow$ | － | $\rightarrow$ | $\rightarrow$ |
|  |  | 15.0 | ＋2．0 | $\rightarrow$ | y | － | $\pi$ | y |
|  |  | 16.0 | ＋2．0 | $\rightarrow$ | צ | － | $\pi$ | צ |
|  |  | 17.0 | ＋2．0 | $\rightarrow$ | צ | － | $\pi$ | v |
|  |  | 18.0 | ＋2．0 | $\rightarrow$ | צ | － | $\pi$ | צ |
|  |  | 14.0 | ＋7．0 | $\rightarrow$ | צ | － | $\pi$ | v |
|  |  | 15.0 | ＋7．0 | $\rightarrow$ | צ | － | $\pi$ | צ |
|  |  | 16.0 | ＋7．0 | $\rightarrow$ | צ | － | $\pi$ | v |
|  |  | 17.0 | ＋7．0 | $\rightarrow$ | צ | － | $\pi$ | צ |
|  |  | 18.0 | ＋7．0 | $\rightarrow$ | צ | － | $\pi$ | v |
| Padulo et al．［22］ | 18 | 15.0 | ＋2．0 | $\rightarrow$ | $\rightarrow$ | － | $\pi$ | v |
|  |  | 15.0 | ＋7．0 | $\rightarrow$ | צ | － | $\pi$ | צ |
| Padulo et al．［21］ | 65 | $70 \% \mathrm{VO}_{2} \max$ | ＋2．0 | צ | צ | $\pi$ | $\pi$ | צ |
|  |  |  | ＋7．0 | $\pi$ | צ | $\pi$ | $\pi$ | $\sqrt{*}$ |
| Snyder and Farley［14］ | 9 | 10.1 | ＋5．2 | － | － | － | $\rightarrow \rightarrow$ | － |
|  |  | 10.1 | －5．2 | － | － | － | $\rightarrow \rightarrow$ | － |
| Swanson and Caldwell［23］ | 12 | 16.2 | ＋30．0 | － | － | $\pi$ | $\pi$ | － |
| Telhan et al．［24］ | 19 | 11.0 | ＋7．0 | － | － | － | $\rightarrow \rightarrow$ | $\rightarrow \rightarrow$ |
|  |  | 11.0 | －7．0 | － | － | － | $\rightarrow \Rightarrow$ | $\rightarrow \rightarrow$ |

$N$ indicates the number of subjects
Changes from level and／or uphill（downhill）running are indicated by black and／or grey arrows，respectively．Ascendant or descendant arrows indicate significant increases or decreases，respectively，compared to level running and／or uphill running．Horizontal arrows indicate no change $C T$ contact time，$A T$ aerial time，$D F$ duty factor，$S F$ step frequency，$S L$ step length
${ }^{\text {a }}$ Except Padulo et al．［21］where the running speed is expressed in percentage of velocity associated with maximum oxygen uptake（vVO $\mathrm{O}_{2} \mathrm{max}$ ）
of the run（e．g．steep or shallow slope，with or without rocks）［27］．In real trail running，however，runners may not adopt a single foot strike pattern because of the need to adapt to uneven surfaces，as was observed in a high－level trail runner［28］．It has been recently observed that the foot strike pattern adopted during a $6.5-\mathrm{km}$ downhill trail run （with $1264-\mathrm{m}$ of negative elevation change and run as fast as possible）differently influences the components of tibial shock［29］．Although a forefoot strike reduces impact severity and impact frequency content along the tibial transverse axis，a rearfoot strike decreases them in the tibial axial direction．

Gottschall and Kram［10］investigated the ground reaction forces in running at $10.8 \mathrm{~km} \cdot \mathrm{~h}^{-1}$ at grades from -15.8 to $+15.8 \%$ ．Normal（i．e．perpendicular to running surface）impact force peaks decreased with slope，but normal active force peaks remained the same．On the contrary，the parallel propulsive force peaks and impulses increased with grade［10］．That is，the parallel propulsive impulse was $57 \%$ lower in DR and $68 \%$ higher in UR at -15.8 and $+15.8 \%$ slope，respectively，when compared to LR．These changes likely reflect the need for developing greater propulsive forces to generate the required upward acceleration imposed by grade［22］．Recently，Padulo et al．
[22] investigated ground reaction forces during running at $15 \mathrm{~km} \cdot \mathrm{~h}^{-1}$ on a $50-\mathrm{m}$ asphalt road with different grades. These authors observed increases in forces and impulses of 12 and $14.7 \%$, respectively, as the slope increased from 0 to $7 \%$.

The impact force at foot contact is determined by the effective lower extremity mass, landing velocity and passive shoe stiffness [30, 31]. Effective mass changes as a function of joint angle, therefore if kinematics do not drastically change across gradients, for a given shoe, only the speed at which the foot strikes the ground would influence the impact force. As such, one would expect higher impact forces in DR than in LR or UR. Indeed, a greater impact peak force was observed during -7 \% DR compared to LR or $7 \%$ UR at $11 \mathrm{~km} \cdot \mathrm{~h}^{-1}$ [24]. Similarly, Gottschall and Kram [10] reported greater normal impact forces at $-15.8,-10.5$ and $-5.2 \%$ DR than in LR for a similar running speed (Fig. 3a, b), as well as higher loading rates at the -15.8 and $-10.5 \%$ gradients compared to LR. Regarding the antero-posterior component of force, greater braking peak and impulse were observed by Gottschall and Kram [10] in the three tested DR conditions compared to LR. For instance, during $-15.8 \% \mathrm{DR}$, the braking impulse increased by $108 \%$ compared to LR [10].

### 2.3 Mechanics and Joint Kinetics

Knowledge of the changes in joint mechanics and kinetics during UR and DR running may be important to understand the adaptive mechanisms induced by sloped running, and can provide additional information on the risk factors for lower limb injuries. In the following sections, we discuss how graded running may impact joint mechanics and kinetics. A summary of the studies investigating the effect of UR and DR on the main kinematics and kinetics parameters at ankle, knee and hip joints is presented in Table 2.

### 2.3.1 Mechanical Energy Fluctuations of the CoM

During LR, runners' CoM behaviour oscillates cyclically during each stride [32], and both the potential and kinetic energy fluctuations are in-phase [15, 33]. External work, defined as the sum of potential, and horizontal and vertical kinetic work associated with the displacement of the CoM, was measured at different grades ( -15 to $15 \%$ ) and speeds ( 7.9 to $11.8 \mathrm{~km} \cdot \mathrm{~h}^{-1}$ ) [12]. It was found that negative external work (i.e. the work done to decelerate the body's CoM with respect to the environment [9]) linearly increased as the slope decreased [12]. For instance, negative external work was $\sim 25 \%$ of the total external work during UR at $15 \%$ grade, but was $\sim 75 \%$ during DR at $-15 \%$ grade. Therefore, more net mechanical energy
generation is required in UR, i.e. energy generation is greater than absorption. Minetti et al. [12] measured internal and external mechanical work during UR at different speeds. They reported that both positive external mechanical work (i.e. the work done to move the body's CoM with respect to the environment [9]) and internal mechanical work (i.e. the work done to move the lower limbs with respect to the CoM [9]) per unit of distance travelled increase linearly with slope. Thus, UR requires a greater net mechanical work with each step to increase the body's potential energy [13], and the muscles must perform greater net positive work both to raise the body's CoM to its height at toe-off and to give it sufficient kinetic energy to reach its highest point during the aerial phase [14].

In DR , albeit positive external work is necessary at shallow slopes ( $-5 \%$ ), energy dissipation, rather than energy generation, is generally observed [14, 15]. Snyder et al. [15] measured the mechanical energy fluctuations of the CoM during LR, UR and DR at $10.8 \mathrm{~km} \cdot \mathrm{~h}^{-1}$. They observed that some positive mechanical energy is still required at shallow grades ( -5.6 and $-10.5 \%$ ), but almost all mechanical energy is negative at $-15.6 \%$ grade. Accordingly, at $12 \mathrm{~km} \cdot \mathrm{~h}^{-1}$, both the total negative and positive work of the joints were $38 \%$ greater and $265 \%$ lower in DR ( -17.4 \%) than in UR ( $+17.4 \%$ ), respectively [26].

### 2.3.2 Ankle Joint Kinematics and Kinetics

Combined with video analysis, ground reaction forces can provide useful information about the joint torques of the support leg during running. Data on the effects of grade on ankle kinematics are rather heterogeneous, but there is basically no major or consistent change between LR, UR, and DR both in terms of ankle kinematics and negative work. Ankle positive work does not change at shallow slopes but increases in UR at steep slopes compared to DR.

Over 30 min of DR ( $-7 \%$ ) and LR (5 \% faster than the individual anaerobic threshold: $12.7 \pm 0.7 \mathrm{~km} \cdot \mathrm{~h}^{-1}$ ), ankle range of motion during the braking phase (dorsiflexion) only increased after 15 min of DR [34]. Comparing UR ( $30 \%$ grade) and LR at $16.0 \mathrm{~km} \cdot \mathrm{~h}^{-1}$, Swanson and Caldwell [23] observed that the ankle was more dorsiflexed at foot strike and exhibited a lower dorsiflexion range of motion in UR. However, the plantar flexion range of motion was greater during the propulsive phase in UR. Ankle angular velocity was also considerably lower during the stance phase in UR than in LR. During the swing phase, ankle range of motion was greater in UR than in LR, with angular velocity being similar between the two conditions. Although Telhan et al. [24] observed no changes in ankle kinematics between LR, UR and $\operatorname{DR}( \pm 7 \%)$ at $11 \mathrm{~km} \cdot \mathrm{~h}^{-1}$,

Fig. 3 Ground reaction forces (GRFs) expressed as percentage of body weight (BW) in different gradient conditions during treadmill running at $10.8 \mathrm{~km} \cdot \mathrm{~h}^{-1}$ : a normal; b parallel. Adapted from Gottschall and Kram [10], with permission. c Typical signals of tibial accelerations for the vertical (solid line) and transversal (dashed line) components measured along the tibial anteromedial aspect in various conditions of slope during a trail running race. From authors' personal data


Buczek and Cavanagh [35] showed that the instant of maximum dorsiflexion, ankle peak power absorption, ankle negative work and the relative duration of the ankle negative work period over the stance phase increased by 10 , 36,52 and $34 \%$, respectively, during $-8.3 \%$ DR compared to LR at a given speed ( $15.9 \mathrm{~km} \cdot \mathrm{~h}^{-1}$ ). Furthermore, the power generation at the ankle joint was decreased by $49 \%$ in DR ( $-17.4 \%$ grade) compared to UR ( $+17.4 \%$ ) at $12 \mathrm{~km} \cdot \mathrm{~h}^{-1}$ and no difference in ankle negative work was observed between DR and UR [26]. Roberts and Belliveau [13] observed no variation in the net work done at the ankle joint in UR compared to LR at 10.8 to $12.6 \mathrm{~km} \cdot \mathrm{~h}^{-1}$ and 0 , 10 and $21.2 \%$ grades.

### 2.3.3 Knee Joint Kinematics and Kinetics

Knee flexion at contact increases in UR compared to LR and DR [23, 24]. During the braking phase, knee power absorption increases in DR as a result of a greater knee range of motion; while during the propulsion phase, knee power generation increases at steep UR gradients but is constant across grades at shallow slopes [26].

DR was associated with substantially more knee extension at initial contact than LR [34, 35] and UR [19] at a given speed [range: $10-16 \mathrm{~km} \cdot \mathrm{~h}^{-1}$ ]. DR was also associated with greater knee range of motion in the sagittal plane during the braking phase $[34,35]$, as well as a delayed time

Table 2 Summary of studies investigating the effect of uphill and downhill running on the main kinematics and kinetics（angle of flexion at foot strike，sagittal range of motion，negative work or power absorption and positive work or power generation）at ankle，knee and hip joints

| Study | n | Running speed $\left(\mathrm{km} \cdot \mathrm{h}^{-1}\right)$ | Slope <br> （\％） | Ankle kinematics and kinetics |  |  |  | Knee kinematics and kinetics |  |  |  | Hip kinematics and kinetics |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | $\begin{aligned} & \text { Dorsiflexion } \\ & \text { at FS } \end{aligned}$ | Sagittal RoM | Negative work／ power absorption | Positive work／ power generation | Flexion at FS | Sagittal RoM | Negative work／ power absorption | Positive work／ power generation | Flexion at FS | Sagittal RoM | Negative work／ power absorption | Positive work／ power generation |
| Buczek and Cavanagh［35］ | 7 | 16.0 | －8．3 | $\rightarrow$ | $\rightarrow$ | $\pi$ | $\rightarrow$ | v | $\pi$ | $\pi$ | $\rightarrow$ | － | － | － | － |
| DeVita et al．［26］ | 13 | 12.1 | ＋17．4 | － | － | $\rightarrow$ | $\pi$ | － | － | $\rightarrow$ | $\pi$ | － | － | $\rightarrow$ | $\pi$ |
|  |  | 12.1 | －17．4 | － | － | $\rightarrow$ | צ | － | － | $\rightarrow$ | v | － | － | $\rightarrow$ | v |
| Padulo et al．［20］ | 14 | 10.0 | ＋8．0 | $\rightarrow \pm$－8／5 | － | － | － | リ1 | － | － | － | － | － | － | － |
|  |  | 10.0 | ＋5．0 | $\rightarrow \pm$－8／5 | － | － | － | $\pm 1$ | － | － | － | － | － | － | － |
|  |  | 10.0 | ＋2．0 | $\rightarrow \rightarrow$ | － | － | － | $\pm 1$ | － | － | － | － | － | － | － |
|  |  | 10.0 | －2．0 | $\rightarrow \rightarrow$ | － | － | － | $\rightarrow$ ス | － | － | － | － | － | － | － |
|  |  | 10.0 | －5．0 | $\rightarrow$ ス－8／5 | － | － | － | $\rightarrow$ त | － | － | － | － | － | － | － |
|  |  | 10.0 | －8．0 | $\rightarrow$ ス－8／5 | － | － | － | $\rightarrow$ ス | － | － | － | － | － | － | － |
| Mizrahi et al．［34］ | 14 | 12.7 | －7．0 | $\rightarrow$ | $\rightarrow$ | － | － | צ | $\pi$ | － | － | － | $\pi$ | $\pi$ | － |
| Swanson and Caldwell［23］ | 12 | 16.2 | $+30.0$ | צ | － | － |  | － | － | $\checkmark$ | － | － | － | － | － |
| Telhan et al．［24］ | 19 | 11.0 | ＋7．0 | － | － | $\rightarrow \rightarrow$ | $\rightarrow \rightarrow$ | － | － | $\rightarrow \rightarrow$ | $\rightarrow \rightarrow$ | － | － | $\boldsymbol{y} \rightarrow$ | － |
|  |  | 11.0 | －7．0 | － | － | $\rightarrow \rightarrow$ | $\rightarrow \rightarrow$ | － | － | $\boldsymbol{\lambda} \rightarrow$ | $\rightarrow \rightarrow$ | － | － | $\boldsymbol{\lambda} \rightarrow$ | － |

$n$ indicates the number of subjects
Changes from level and／or uphill（downhill）running were indicated by black and／or grey arrows，respectively．Ascendant or descendant arrows indicated significant increases or decreases， respectively，compared to level running and／or uphill running．Horizontal arrows indicate no change
FS foot strike，RoM range of motion
to peak knee flexion [35] at a constant running speed ( $\sim 13$ or $16 \mathrm{~km} \cdot \mathrm{~h}^{-1}$ ) compared to LR. These kinematic changes lead to greater negative work $(+21 \%)$ and relative duration of the negative work at the knee over the stance phase ( $+7 \%$ ) compared to LR [35], as well as increased power absorption at the knee compared to LR and UR [24]. DeVita et al. [26] observed that $54 \%$ more power was developed at the knee joint during DR at $12 \mathrm{~km} \cdot \mathrm{~h}^{-1}$ and $-17.4 \%$ compared to UR at $+17.4 \%$ and the same speed, which may be attributed to greater energy absorption at the knee joint during the braking phase of running. When comparing UR ( $30 \%$ grade) and LR at $16.0 \mathrm{~km} \cdot \mathrm{~h}^{-1}$, it was observed that the knee was more flexed at foot strike in UR than in LR ( $59.7^{\circ}$ vs. $21.0^{\circ}$, respectively) [23]. These authors also reported a lower knee range of motion during the braking phase (flexion), but a greater knee range of motion during the propulsion phase (extension) in UR. When comparing UR and LR at 10.8 and $12.6 \mathrm{~km} \cdot \mathrm{~h}^{-1}$ at 0 , 10 and 21.2 \% grades, Roberts and Belliveau [13] observed no effect of slope on the net work done at the knee joint.

### 2.3.4 Hip Joint Kinematics and Kinetics

In DR, the hip range of motion increases, inducing greater hip power absorption compared to LR [24, 26, 34]. Conversely in UR, hip power generation increases compared to DR [13].

More specifically, greater hip range of motion was reported during the braking phase at $-7 \%$ DR compared to LR at $12.7 \pm 0.7 \mathrm{~km} \cdot \mathrm{~h}^{-1}$ [34]. Swanson and Caldwell [23] observed that the hip was more flexed at foot strike in UR ( $30 \%$ grade) than in LR at the same speed ( $16 \mathrm{~km} \cdot \mathrm{~h}^{-1}$ ). Although in LR the hip flexed during the braking phase and then extended during the propulsion phase, the authors stated that in UR the hip was extending rapidly at foot strike, more slowly during the braking phase, and rapidly again during the propulsion phase. The authors also reported a greater hip range of motion during the propulsion phase (extension) in UR than in LR. Swanson and Caldwell [23] investigated the kinetics of the lower limb muscles during LR and UR at $16.2 \mathrm{~km} \cdot \mathrm{~h}^{-1}$ and $30 \%$ grade. They observed that average hip power during the swing phase was $\sim 200 \%$ higher during UR. Roberts and Belliveau [13] extended this work by measuring joint kinematics during running between 10.8 and $12.6 \mathrm{~km} \cdot \mathrm{~h}^{-1}$ at 0,10 and $21.2 \%$ grades. They found that the net work done at the hip increased with running incline $(\sim+140 \%$ at 21.2 \% grade). Using a musculoskeletal model, Yokozawa et al. [36] confirmed these previous findings, illustrating that the estimated muscle torque of the hip extensors and flexors were greater during UR at different speeds and $9.1 \%$ grade.

Hip power during the braking phase was also found to be higher at $-7 \%$ DR compared to LR at the same running speed ( $11 \mathrm{~km} \cdot \mathrm{~h}^{-1}$ ) [24]. Hip joint power was lower at $-17.4 \%$ DR compared to $17.4 \%$ UR, for a similar speed [26]. It is worth mentioning that DeVita et al. [26] noticed that the ground reaction force vector was directed farther from the hip joint centre in UR than in DR, lengthening the lever arm. The authors proposed that the shorter moment arm at the hip reduced the work demand on the hip flexor and/or extensor muscles.

### 2.3.5 Summary

In summary, the overall joint work on the lower limbs seems to be $28 \%$ higher in UR than in DR [26]. However, it also seems that graded running does not dramatically affect the distribution of negative work between the joints. Both during DR and UR, the knee joint performed the highest negative work (DR: $63 \%$, UR: $58 \%$ ), followed by the ankle (DR: $23 \%$, UR: $30 \%$ ) and the hip (DR: $15 \%$, UR: $12 \%$ ) [26]. This distribution changes when positive work is considered. Hip seems to be the most stressed joint (DR: $48 \%$, UR: $55 \%$ ), followed by the ankle (DR and UR: $32 \%$ ) and knee (DR: $20 \%$, UR: $13 \%$ ) [26]. Thus, there are differences in joint stabilization between UR and DR that may directly influence, for example, the risk of developing graded running-injuries.

### 2.4 Impact Shock Attenuation in Downhill

As mentioned in Sect. 2.2, initial foot contact kinetics change as a function of slope. Impact accelerations are also largely affected by DR. DeVita et al. [26] postulated that the greater impact force in DR would likely cause larger accelerations of musculo-skeletal tissues, requiring greater energy dissipation by muscles as well as the heel pad, bones and spinal discs. In laboratory experiments (i.e. standardized running speed) and in real practice (i.e. running speed increases as the gradient decreases), negative correlations were observed between slope and axial, transverse (i.e. along the axis of the anteromedial tibial aspect) and resultant peak tibial accelerations [28, 37, 38] (Fig. 3c), as well as with high-frequency vibration content, i.e. median frequency, along these three acceleration components [28]. Hamill et al. [38] reported that tibial shock increased by $30 \%$ during DR on a $-8.7 \%$ slope compared to LR at the same speed. Chu and Caldwell [37] observed an average of $23 \%$ and $48 \%$ increase in peak tibial and head acceleration, respectively, at $-12 \%$ DR compared to LR ( $15 \mathrm{~km} \cdot \mathrm{~h}^{-1}$ ). Increases of 51 and $125 \%$ in impact-related frequencies (i.e. power spectral densities within the $12-20 \mathrm{~Hz}$ bandwidth) were also observed at the
tibia and head, respectively [39]. According to these findings, DR induces a decrease in shock attenuation [37]. However, Mizrahi et al. [34] observed similar peak tibial acceleration but larger peak sacral acceleration in $-7 \%$ DR compared to LR at $12.7 \pm 0.7 \mathrm{~km} \cdot \mathrm{~h}^{-1}$. These authors also reported a lower amplitude within the impact frequency range at the tibia during DR compared to LR, but no differences at the sacrum were observed. Interestingly, Chu and Caldwell [37] found a bimodal response in peak shock attenuation in DR, i.e. half of the subjects illustrated increased shock attenuation during DR compared to LR while the other half illustrated decreased shock attenuation. Analysing these two subgroups, the authors found several differences in their respective kinematic adaptations to DR: (i) those with reduced shock attenuation in DR displayed a $5^{\circ}$ greater dorsiflexion and $4.3^{\circ}$ lower hip flexion at heel strike than those with increased shock attenuation; (ii) at mid-stance, the subgroup with reduced shock attenuation exhibited greater dorsiflexion, knee flexion, and lower hip flexion compared to the subgroup with increased shock attenuation; (iii) the subgroup with reduced shock attenuation increased the stance and stride duration compared to the subgroup with increased shock attenuation. Therefore, the results of Chu and Caldwell [37] suggest that shock attenuation can be increased during DR by adopting a less pronounced heel strike and a forward leaning trunk. In this sense, it has been recently observed during a downhill trail run that the more anterior the foot strike pattern, the greater the axial and resultant impact-related vibrations (i.e. $12-20 \mathrm{~Hz}$ ) between tibia and sacrum. Since knee flexion at initial contact increases when forefoot striking (e.g. Shih et al. [40]), one could assume that the improved shock attenuation with anterior foot strike patterns could be related to a greater knee flexion at initial contact. Indeed, Gottschall and Kram [10] proposed that impact forces can be moderated by increasing knee flexion at initial contact and reducing stride length during DR. This is in line with previous observations that increased knee flexion improves shock attenuation during various dynamic and static tasks [41-44].

## 3 Neuromuscular Adaptations

Table 3 shows differences in the electromyographic (EMG) activity of different muscle groups investigated as a function of running grade. Abe et al. [45] compared vastus lateralis activity among 0 and $\pm 5 \%$ grades at $11.9 \mathrm{~km} \cdot \mathrm{~h}^{-1}$ and observed lower activity during the concentric phase (i.e. propulsion) of DR compared to UR but not LR. These authors did not observe any differences between slopes in the intensity and duration of vastus lateralis activity during the eccentric phase (i.e. braking).

One would expect more vastus lateralis activity during the eccentric phase in DR. Indeed, as previously mentioned, the absolute and relative negative works as well as the percentage of stance time in negative work were significantly higher for knee extensor muscles in DR than in LR [35]. A possible explanation for the lack of significant difference in the study of Abe et al. [45] could be the rather low gradient examined ( $\pm 5 \%$ ) which may have induced a minimal change in the power absorption performed by the knee extensors, suggesting also that a minimal gradient of $-7 \%$ is necessary to significantly increase knee power absorption [24, 35]. The ratio between vastus lateralis muscle activity during the eccentric phase to activity during the concentric phase was significantly greater during DR compared to UR [45]. Mizrahi et al. [34] investigated the consequences of $30-\mathrm{min}$ of DR (slope: $-7 \%$ ) compared to LR at a speed slightly higher than anaerobic threshold $\left(12.7 \pm 0.7 \mathrm{~km} \cdot \mathrm{~h}^{-1}\right)$. They found no difference in EMG activity of the rectus femoris muscle between LR and DR in the first 15 min of running. While the effects of fatigue are beyond the scope of the present review, it can be noted that differences between LR and DR running appeared after 15 min [34].

The slope-related changes in UR biomechanics as discussed above would be expected to require higher activation patterns of lower limb muscles, i.e. greater motor unit recruitment in UR. However, the effects of slope on EMG activity are not the same for all lower limb muscles. This is likely due to the varying roles of different lower limb muscles in producing force at various phases of the gait cycle [46] and to the fact that slope alters joint mechanics non-uniformly [26]. EMG studies have provided considerable information on the timing of individual muscle activity throughout the gait cycle of UR. Globally, a greater activation compared to LR is usually found in the iliopsoas, gluteus maximus, adductor muscles, hamstrings and vastii muscles, tibialis anterior, and gastrocnemius (Table 3). More specifically, the hip flexors have been found to generate more energy and higher moments during the swing phase [13, 23]. During the braking/absorption phase (i.e. from foot strike to mid-stance), higher activation has been measured for the gluteus maximus, vastii muscles, gastrocnemius and soleus whereas during the propulsion phase (i.e. from mid-stance to toe-off), higher activation has been measured for the gluteus maximus, hamstrings and vastii muscles, gastrocnemius and soleus [22, 23, 47]. Collectively, these studies illustrated that greater EMG activity in the lower limb muscles (e.g. up to 83 and $100 \%$ for gluteus maximus and vastus lateralis, respectively) exists in UR at a given speed. This greater EMG activity is likely associated with a greater force production [48] primarily for concentric muscle contractions during the second phase of stance [12].

Exercise-induced contrast shifts in magnetic resonance images before and after (time between termination of exercise and completion of the post-exercise image being $11-12 \mathrm{~min}$ ) high-intensity running at $\sim 115 \%$ of the peak oxygen uptake $\left(\mathrm{VO}_{2 \text { peak }}\right)$ were examined by Sloniger et al. [49]. These authors showed that the EMG activity of the lower limb muscle was $6 \%$ greater during UR at $10 \%$ grade compared to LR. Using the same technique, a subsequent study demonstrated that, compared to LR, UR required a greater activation of the vastus group ( $+23 \%$ ) and soleus $(+14 \%)$ paralleled by less activation of the rectus femoris ( $-29 \%$ ), gracilis ( $-18 \%$ ) and semitendinosus ( $-17 \%$ ) [50].

It is important to note that most of the aforementioned studies assessed EMG activity/muscle activation at a given absolute speed, limiting their applicability to real world settings where speed is naturally reduced during UR. The behaviour of muscle activity when the exercise intensity (or the energy expenditure) is kept nearly constant is currently unknown.

## 4 Physiological Consequences of Biomechanical and Neuromuscular Changes

### 4.1 Energy Cost of Running

In LR, the energy cost of running $\left(C_{\mathrm{r}}\right)$, defined as the amount of energy spent to transport the subject's body a given distance [51], does not change with speed when expressed as oxygen uptake [52]. However, when $C_{r}$ is expressed in terms of caloric unit cost it seems to be more sensitive to changes in speed, even when normalized per distance travelled [53, 54]. Changes in the kinetic and potential energy in one stride are almost in-phase [9], implying that the energy storage accomplished by a mus-cle-tendon unit and passive muscle elasticity (the so-called stretch-shortening cycle $[55,56]$ ) contribute to one of the energy-saving mechanisms during running [45, 57-59]. This feature is recognized as one of the major determinants of $C_{\mathrm{r}}$ [9]. Indeed, in running, the storage and release of elastic energy contributes to accelerate the body upwards during the propulsive phase and reduce energy production needed during the concentric phase, since the advantage of elastic energy is how much muscle work it can replace [14, 15, 60]. During LR, it has been estimated that the elastic energy stored in the Achilles' tendon and the foot arch aponeurosis accounted for approximately $43 \%$ of the total positive mechanical energy at each step [15]. However, during UR and DR, Snyder et al. [14] hypothesized that the use of elastic energy may be compromised due to a mismatch between the possibility to store the elastic energy during landing and to use that elastic energy during take-
off. Indeed, at $10 \mathrm{~km} \cdot \mathrm{~h}^{-1}$ the maximum possible elastic energy use was 20.4 and $11.7 \%$ lower when UR ( $+5.2 \%$ ) and DR ( $-5.2 \%$ ) were compared to LR [14], reflecting more a decrease in the maximum possible elastic energy storage and return rather than a change in the anatomically estimated elastic energy storage [15]. Yet, even if energy released from the stretch-shortening cycle is low and the ability of the muscle tendon units to store elastic energy during landing and to release that energy during take-off is reduced [12], the main explanation for the higher $C_{\mathrm{r}}$ in UR is the increased net mechanical energy generation required to overcome the potential energy associated with slope. Thus, greater muscle activity (see above) is required to generate a relatively high amount of positive (concentric) work during the push-off phase in order to both raise the CoM and offset the diminished maximum possible elastic energy storage and return [14]. This ultimately results in a $C_{\mathrm{r}}$ increase. In the last decade, several studies have examined the effects of increased gradient on $C_{r}$. Despite some methodological differences in the way $C_{\mathrm{r}}$ was expressed [i.e. oxygen cost $\left(\mathrm{ml} \cdot \mathrm{kg}^{-1} \cdot \mathrm{~m}^{-1}\right)$ or caloric cost $\left(\mathrm{J} \cdot \mathrm{kg}^{-1} \cdot \mathrm{~m}^{-1}\right)$ ], all studies report a linear increase in $C_{\mathrm{r}}$ with each increment in the slope gradient (see an example in Fig. 4) $[12,14,19,22,45,61,62]$.

When measured on a treadmill at different moderate slopes, a reduction of $C_{\mathrm{r}}$, as well as heart rate, ventilation or total EMG, has been consistently observed in DR compared to LR and UR [45, 63-66], with the effects of grade not being significantly different between males and females [65]. For moderate slopes, the following equation has been proposed [64]:
$V \mathrm{O}_{2}=6.8192+0.1313 \times \mathrm{v}+1.2367 \times \%$ grade
where $v$ is the running velocity in $\mathrm{m} \mathrm{min}^{-1}$. This would suggest that $C_{\mathrm{r}}$ (when expressed as oxygen uptake) is $22 \%$ lower at $-5 \% \mathrm{DR}$ compared to LR. However, when considering steeper slopes (from -45 to $+45 \%$ ), the following fifth-order polynomial regression has been proposed [61]:
$C_{\mathrm{r}}=155.4 i^{5}-30.4 i^{4}-43.3 i^{3}+46.3 i^{2}+19.5 i+3.6$
where $i$ is the gradient in $\%$. According to this equation, the decrease in $C_{\mathrm{r}}$ is no longer linear after $-20 \%$ grade, where the relationship inverts and $C_{\mathrm{r}}$ increases with further decreases in downhill slope (Fig. 4) [61]. Note that this optimal slope was found to be lower $(-10 \%)$ by the same authors in a previous paper [12] yet $C_{\mathrm{r}}$ seems to plateau between -10 and $-20 \%$. This is in line with the downhill slope at which mechanical energy must no longer be generated ( $-16 \%$ ) according to Snyder et al. [15]. In other words, this optimal negative grade can be explained by the fact that on steeper downhill grades, mechanical energy dissipation must occur, whereas on less steep downhill

Table 3 Summary of studies examining the effects of uphill and downhill running on the electromyography (EMG) activity of different lower limb muscles

| Study | $n$ | Running speed $\left(\mathrm{km} \cdot \mathrm{h}^{-1}\right)$ | Slope <br> (\%) | ILP | GMed | GMax | HA | RF | MH | BF | VL | VM | TA | MG | SOL |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Abe et al. [45] | 8 | 11.9 | 0 vs. +5 |  |  |  |  |  |  |  | $\rightarrow$ |  |  |  |  |
|  |  |  | 0 vs. -5 |  |  |  |  |  |  |  | $\rightarrow$ |  |  |  |  |
|  |  |  | -5 vs. +5 |  |  |  |  |  |  |  | $\nearrow$ |  |  |  |  |
| Padulo et al. [22] | 18 | 15 | 0 vs. 2 |  |  | $\nearrow$ |  | $\downarrow$ |  | $\rightarrow$ |  | $\downarrow$ | $\downarrow$ | $\rightarrow$ |  |
|  |  |  | 0 vs. 7 |  |  | $\nearrow$ |  | $\downarrow$ |  | $\rightarrow$ |  | $\downarrow$ | $\downarrow$ | $\rightarrow$ |  |
| Swanson et al. [23] | 12 | 16.2 | 0 vs. 30 |  |  | $\nearrow$ |  | $\nearrow$ | $\rightarrow$ | $\rightarrow$ | $\nearrow$ |  | $\rightarrow$ | $\nearrow$ | $\nearrow$ |
| Wall-Scheffler et al. [47] | 34 | 6.5, 9.7 and 13 | 0 vs. 10 |  | $\nearrow$ | $\nearrow$ | $\nearrow$ | $\nearrow$ | $\nearrow$ | $\nearrow$ | $\nearrow$ |  |  | $\nearrow$ |  |
|  |  |  | 0 vs. 15 |  | $\nearrow$ | $\nearrow$ | $\nearrow$ | $\nearrow$ | $\nearrow$ | $\nearrow$ | $\nearrow$ |  |  | $\nearrow$ |  |
|  |  |  | 0 vs. 20 |  | $\nearrow$ | $\nearrow$ | $\nearrow$ | $\nearrow$ | $\nearrow$ | $\nearrow$ | $\nearrow$ |  |  | $\nearrow$ |  |
| Yokozawa et al. [36] ${ }^{\text {a }}$ | 6 | 18 | 0 vs. 9.1 | $\nearrow$ |  | $\nearrow$ | $\nearrow$ | $\nearrow$ |  | $\rightarrow$ |  | $\nearrow$ | $\rightarrow$ | $\rightarrow$ | $\rightarrow$ |

$n$ indicates the number of subjects
$\nearrow, \searrow, \rightarrow$ indicate increase, decrease, no change in EMG activity, respectively, as a function of the slope change
$I L P$ iliopsoas, GMed gluteus medius, GMax gluteus maximus, $H A$ hip adductors, $R F$ rectus femoris, $M H$ medial hamstring, $B F$ biceps femoris, $V L$ vastus lateralis, $V M$ vastus medialis, $T A$ tibialis anterior, $M G$ medial gastrocnemius, $S O L$ soleus
${ }^{a}$ Indicates that muscle activities of the lower limbs were assessed by using a musculoskeletal model
grades, though more mechanical energy is dissipated than generated, some positive mechanical energy must be generated [15]. Interestingly, the slope allowing for the best $C_{r}$ $(-20 \%)$ is steeper than the slope at which the best energy cost of walking is observed [61]. Gottschall and Kram [10] argued that at progressively steeper declines, the parallel propulsive impulse decreased exponentially, while the parallel braking impulse increased linearly. This different change in the propulsive and braking impulses could explain the increase in the metabolic cost below $-20 \%$ [61] due to higher concentric muscle contractions at steeper versus shallow declines [10].

Vertical speed directly measured during UR is very close to that predicted by Minetti et al. [61] whereas the predicted speed for DR overestimates the measured speed [61]. Minetti et al. [61] identified methodological issues that hampered accurate reproduction of outdoor conditions in the laboratory (e.g. differences between the rough terrain and smooth treadmill surface). We are not aware of any study measuring $C_{\mathrm{r}}$ in UR or DR in the field at a constant speed. The key point is that $C_{\mathrm{r}}$ measured during running does not reflect the reality in the field. In particular, assuming that $C_{\mathrm{r}}$ is independent of speed in DR is probably wrong. Minetti et al. [61] also introduced the notion of vertical cost of running ( $C_{r \text {-vert }}$ ), defined as the energy expenditure to run a distance that corresponds to a vertical displacement of 1 m . Contrary to classic $C_{\mathrm{r}}, C_{\mathrm{r} \text {-vert }}$ was found to be stable below $-20 \%$ and above $+20 \%$. Recently, Giovannelli et al. [67] extended this knowledge, observing that at a fixed vertical speed of $1.26 \mathrm{~km} \cdot \mathrm{~h}^{-1}$ there is a range of angles for which $C_{\mathrm{r} \text {-vert }}$ is minimized
(between $37.2 \%$ and $70 \%$ ), with a minimum value at 50.9 \%.

### 4.2 Other Physiological Specificities of Graded Running

It is known that hilly races (even though not characterized by a net change in elevation) are not as fast as level ones. Staab et al. [68] suggested that although running pace changed inversely with percentage grade on hilly courses, subjects were not able to maintain a constant energy expenditure during the race. Indeed, the increase in DR pace was inadequate to maintain a level $\mathrm{VO}_{2}$ [68], i.e. the change from LR to UR and from LR to DR resulted in a $40 \%$ increase and a $27 \%$ decrease in $\mathrm{VO}_{2}$, respectively. This indicates that the greater metabolic demands of UR are not compensated for by the lower metabolic demands of DR [69]. In an attempt to investigate speed regulation during overground running, Townshend et al. [17] showed that while natural pace was reduced in UR and increased in DR compared to LR, these pace changes were not enough to keep $V \mathrm{O}_{2}$ stable: $\mathrm{VO}_{2}$ was found to be $100 \%$ of ventilatory thresholds in UR, $89 \%$ in LR and $79 \%$ in DR. Interestingly, these authors also reported that the velocity in LR was systematically influenced by the preceding slope, i.e. UR or DR [17]. It has also been reported that in simulated competition conditions, lactate increased in UR compared to LR even though running pace decreased [68]. In line with this finding, for a given blood lactate concentration, which also corresponded to the same $\mathrm{VO}_{2}$ but obviously different velocities (i.e. $\sim 8.5,11$ and

Fig. 4 Metabolic energy cost of running $\left(C_{\mathrm{r}}\right)$ as a function of grade. Asterisk indicates significantly different from level gradient ( $P<0.0001$ ). Based on data from Minetti et al. [61]

$13.5 \mathrm{~km} \mathrm{~h}^{-1}$ for UR, LR and DR, respectively), Kolkhorst et al. [70] reported that rating of perceived exertion tended to be higher in DR than LR and UR, and LR tended to be higher than UR. Graded running is associated with modified breathing patterns, i.e. the locomotor-respiratory coupling [71]. It is worth reporting that increasing or decreasing the stride frequency away from preferred values alters the metabolic cost similarly during LR, UR and DR [14] and this is true when the stride frequency is manipulated or the optimal stride frequency applied [14].

Costill et al. [72] demonstrated that glycogen depletion (as assessed by muscle biopsy) was higher in the vastus lateralis, gastrocnemius and soleus muscle fibres after 2-h of UR at $10 \%$ grade compared to 2 -h of LR at the same relative intensity (i.e., $\sim 75 \% V O_{2 \max }$ ). Given that glycogen utilization by human skeletal muscle varies as a function of both work done and intensity [73], this finding confirms that a higher percentage of muscle mass is recruited during UR in these muscles. Furthermore, the greater muscle activity observed during UR (see Sect. 3) seems also to be responsible for a higher peak oxygen deficit [49].

A few studies systematically examined the influence of slope on maximal accumulated oxygen deficit, an indicator of the anaerobic capacity [74]. Olesen [62] determined this during treadmill running at $1,10,15$ and $20 \%$ grade. Compared with running at $1 \%$ grade, maximal accumulated oxygen deficit increased by $37 \%$ at $10.5 \%$ grade and $\sim 80 \%$ at $15 \%$ grade, without any further increase at $20 \%$ grade. Walker et al. [75] and Sloniger et al. [49] reported similar findings, with a 26 and $21 \%$ increase in the maximal accumulated oxygen deficit as treadmill grade was increased from 0 to $10 \%$, respectively. Together, these findings may indicate that the maximal anaerobic energy production is greater during UR due to increased skeletal muscle mass activation in the lower limbs
[49, 62, 75], even if differences in running efficiency as well as testing and calculations procedures (i.e. a linear relationship between work rate and energy demand) cannot be ruled out [76].

In summary, graded running induces specific adaptations related to modified physiological strain proportional to the slope gradients from -20 to $+45 \%$, and natural reductions in pace may not necessarily allow for a reduction in total strain. Furthermore, given the higher muscle activation and the increase in the anaerobic energy production that leads to lower $C_{\mathrm{r}}$, runners exert a higher physiological strain during UR compared to LR. Conversely, due to the mechanical consequences discussed in Sect. 2, DR may result in more mechanical stress, particularly in non-familiarised runners, leading to muscle damage and lower limb injuries.

## 5 Conclusion and Future Directions

The present review shows that several grade-specific differences exist between LR, UR and DR regarding biomechanics, neuromuscular adaptations and physiological responses. Higher step frequency and increased internal mechanical work, shorter swing/aerial phase duration, and greater duty factor are the main kinematic features of UR. Compared to LR, DR is characterized by a similar contact time and a tendency toward higher aerial time and lower step frequency. A progressive adoption of a mid- to forefoot and rear-foot strike pattern has been observed during UR and DR, respectively. During UR, lower limb muscles perform more net mechanical work compared to LR and DR to increase the body's potential energy. The increased demand for work during UR is met by an increase in power output at all joints, particularly at the hip which induces
greater muscular activity compared to LR and DR, and in turn a linear increase in the energy cost of running. In DR, energy dissipation is higher than energy generation and this decreases the energy cost during DR until a minimum is reached at $-20 \%$ and increases again at steeper negative slopes. Thus, the metabolic cost associated with various types of muscle contractions remains a valid explanation for the high and low cost of UR and DR, respectively, from -20 to $+45 \%$ grades.

DR increases tibial shock and impact force, which have been associated with overuse injuries. Additionally, the muscle activity required for the increased power and eccentric energy absorption during DR would place additional stress on musculoskeletal tissues. However, since in graded (e.g. trail) running, the locomotion pattern changes more often than in LR, overuse injuries related to repetitive movement may be attenuated in graded running compared to LR.

In conclusion, the present review represents a useful synthesis of all research describing the relevant biomechanical and (neuro)physiological changes associated with graded running. However, as we have highlighted throughout this review, important gaps in our biomechanical and physiological understanding of graded running still exist. In particular, controlled training studies or well-designed interventional experiments are needed to investigate the effect of manipulating both running speed and positive/ negative slope at the same relative intensity on muscle activity.
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